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BLUPF90 software suite

• Collection of software

• Fortran ≥ 90

• Fortran = Formula Translation System

• Fortran = Formula Translator

• First compiler in 1957 by IBM

 



3

BLUPF90 software suite

• Collection of software written in Fortran

• Computations in AB & G

• Since 1997/1998 by Ignacy Misztal

• Several developers + collaborators

• Simple, efficient, and comprehensive

• Very general models
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BLUPF90 software suite
• No GUI (graphical user interface)!!! 
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• First idea: to solve the MME

• First software: blupf90
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• Second idea: VCE

• Software: remlf90, airemlf90 , gibbsf90



BLUPF90 software main developers

Ignacy 
Misztal

Shogo 
Tsuruta

Andres 
Legarra

Ignacio 
Aguilar

Yutaka 
Masuda

• + Several contributors
• Research turns into code

• Which programs?

Matias 
Bermann

5

You??



BLUPF90 software suite
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blupf90+

gibbsf90+

BLUP with explicit equations

blupf90

Expectation Maximization REML

remlf90

airemlf90
Average Information REML

gibbsXf90
Bayesian Analyses – linear traits

thrgibbsXf90
Bayesian Analyses – categorical traits

postgibbsf90
Post-analyses of Gibbs samples

accf90GS3

accf90GS2

blup90iod2

blup90iod2OMP1

blup90iod3

cblup90iod2

cblup90iod2OMP1

accf90

accf90GS

Large-scale

validationf90
Perform validation of predictions

preGSf90
Processing of SNP data (QC + matrices)

postGSf90
Estimation of SNP effects and GWAS

predf90
Prediction of GEBV based on SNP effects

qcf90
QC of large SNP data

seekparentf90
Parentage verification (SNP and pedigree)

predictf90
Adjusted and predicted phenotypes

Genomics



nce.ads.uga.edu/wiki
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BLUPF90 software suite
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BLUPF90 software suite
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BLUPF90 software suite
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BLUPF90 software suite



blupf90+

Mixed Model Equations Solver
Variance Components Estimation

X′𝐑!"X X′𝐑!"W
W′𝐑!"X W′𝐑!"W+A!"⨂𝐆#!"
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• blupf90: MME solver
• airemlf90: variance components using Average Information REML
• remlf90: variance components using Expectation Maximization REML

12



blupf90+

VC EstimationMME Solver

Default
• AI-REML:

OPTION method VCE

• EM-REML:

OPTION method VCE

OPTION EM-REML
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blupf90+

• Supports virtually any model used in AB&G: 

– animal model
– models with maternal effect
– MPE
– PE
– Random Regression
– Social interaction
– Multiple traits

• up to 70 if no correlated effects
• up to [70/number of correlated effects]

14



blupf90+

• How to use:

15



blupf90+
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• Input files

– Free format (minimum one space to separate columns)

– TAB is not a valid separator

– Only numbers: integer or real

– Decimal separators “ . ” not “ , ” 

– One “ . ” is not a missing value as in SAS

– All effects need to be renumbered from 1 (consecutively)



blupf90+

• Computes generalized solutions by several methods:

– Preconditioner Conjugate Gradient (PCG)
• Default Iterative method (fast)

– Successive over-relaxation (SOR)
• an iterative method based on Gauss-Seidel

– Direct solution using sparse Cholesky factorization 
• FSPAK or YAMS (greater memory requirements)
• Can provide PEV

• Solutions change among methods, but estimable functions should be the same
17



blupf90+ with PCG

If M-1C has a better condition than C, the convergence is reached is faster
18



Parameter file for blupf90+

Unlimited number of traits and effects
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Parameter file for blupf90+

As many columns as the number of traits

Number of levels

Type of effect

• As many rows as the NUMBER_OF_EFFECTS
• Model definition for each trait
• Different models per trait are supported
• If an effect is missing for one trait use 0 
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Parameter file for blupf90+

Should be a square matrix with dimension 
equal to the number of traits

• Use zero  (0.0) for uncorrelated residual effects between traits
• e.g., for a 3-trait model:

43.1    0.0    0.0
0.0     5.1    3.2 
0.0     3.2    10.3
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Parameter file for blupf90+

Definition of random effects

RANDOM_GROUP
RANDOM_TYPE
FILE
(CO)VARIANCES
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Definition of random effects
• RANDOM_GROUP

– Number of the effect(s) from list of effects
– Correlated effects should be consecutive e.g., Maternal effects, Random Regression 

• RANDOM_TYPE
– diagonal, add_animal, add_sire, add_an_upg, add_an_upginb, add_an_self, user_file, 

user_file_i, or par_domin

• FILE
– Pedigree file, parental dominance, or user file 

• (CO)VARIANCES
– Square matrix with dimension equal to the 

number_of_traits*number_of_correlated_effects

23



(CO)VARIANCES

• Assuming 3 traits (T1-T3)

E1 E2

T1 T2 T3 T1 T2 T3

E1

T1

T2

T3

E2

T1

T2

T3
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(CO)VARIANCES

• Assuming 3 traits (T1-T3) and 2 correlated effects (E1-E2)

E1 E2

T1 T2 T3 T1 T2 T3

E1

T1

T2

T3

E2

T1

T2

T3
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RANDOM_TYPE

• Diagonal 
– for permanent environmental effects
– assumes no correlation between levels of the effect

• add_sire 
– To create a relationship matrix using sire and maternal grandsire
– Pedigree file:

•  individual number, sire number, maternal grandsire number 

• add_animal
– To create a relationship matrix using sire and dam information
– Pedigree file:

•  animal number, sire number, dam number 
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RANDOM_TYPE
• add_an_upg

– As before but using rules for unknown parent groups
– Pedigree file:

• animal number, sire number, dam number, parent code
• missing sire/dam can be replaced by upg number, usually greater than the maximum number of animals
• Parent code = 3 – # of known parents

– 1 both parents known
– 2 one parent known
– 3 both parents unknown

• add_an_upginb
– As before but using rules for unknown parent groups and inbreeding
– Pedigree file:

• animal number, sire number, dam number, inb/upg code
• missing sire/dam can be replaced by upg number, usually greater than maximum number of animals
• inb/upg code = 4000 / [(1+ms )(1-Fs ) + (1+md )(1-Fd )]
• ms (md) is 0 if sire (dam) is known and 1 otherwise
• Fs(Fd) inbreeding coefficient of the sire (dam)
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RANDOM_TYPE
• add_an_meta

– To create a relationship matrix using metafounders rules
– Pedigree file:

• animal number, sire number, dam number
• needs a gamma file

• add_an_self
– To create a relationship matrix when there is selfing
– Pedigree file:

• individual number, parent 1 number, parent 2, number of selfing generations

• user_file
– An inverted matrix is read from a file
– Matrix is stored only upper- or lower-triangular 
– Matrix file:

• row, col, value

• user_file_i
– As before but the matrix will be inverted by the program

• par_domin
– A parental dominance file created by the program RENDOM
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OPTIONS for blupf90+

• Program behavior is modified by adding extra options at the end of the par file

• OPTION option_name x1 x2 …

• option_name: each program has its own options

• x1 x2: each option has its own parameters

29



Options for blupf90+

30



Options for blupf90+
Missing data
Not pedigree!
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New options for blupf90+

• Storing reliabilities based on PEV
OPTION store_accuracy X

Number of animal effect

𝑅𝑒𝑙 = 1 −
𝑃𝐸𝑉

𝜎!"(1 + 𝑓)

• Adjusts for 𝑓	(inbreeding) from A, G, or H

• Storing solutions with original ID if renumf90 was used to renumber the data 
OPTION origID

• Only solutions.original is created

• Turn inbreeding adjustment off
• OPTION correct_accuracy_by_inbreeding_direct 0

32

May not work with
some programs 

and options



New options for blupf90+

• Storing reliabilities with original ID
OPTION store_accuracy X orig

Number of animal effect

𝑅𝑒𝑙 = 1 −
𝑃𝐸𝑉

𝜎!"(1 + 𝑓)

• Storing solutions and rel with original ID if renumf90 was used to renumber the data

• The option will save acc_bf90 with renumbered and original ID

• If want to have solutions.original as well, combine with OPTION origID 
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Common parameter file for blupf90+
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Example
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ped1.txt
Anim  Sire  Dam 

DATAFILE
data1.txt

NUMBER_OF_TRAITS
     1

NUMBER_OF_EFFECTS
     4

OBSERVATION(S)
  1

WEIGHT(S)

EFFECTS: POSITIONS_IN_DATAFILE NUMBER_OF_LEVELS TYPE_OF_EFFECT[EFFECT NESTED]
2     3 cross
3     2 cross
4 1 cov
5     15 cross

RANDOM_RESIDUAL VALUES
 1.0000

RANDOM_GROUP
  4

RANDOM_TYPE
add_animal
FILE

ped1.txt
(CO)VARIANCES
 0.20000

Model:    y = farm + sex + β age + animal + e 

phen farm sex age  Anim 
data1.txt



Common problems in blupf90+
• Wrong data file and pedigree name 
– Program may not stop if file name does not exist
– Check outputs for data file name and number of records and pedigree read

36



blupf90+

VC Estimation

37

EM-REML: expectation-maximization (EM) algorithm

AI-REML: average information (AI) algorithm



REML

• REML = restricted/residual maximum likelihood
– Patterson and Thompson (1971)

• Most used method for VCE in AB&G

38



EM-REML

• This method requires iterations:

1) set initial variance components

2) compute $𝛃 and *𝐮 via mixed model equations

3) update variance components with the following equations

# animals
(rank of A)

Inverse of LHS for 
animal effect

𝐲 = 𝐗𝛃 + 𝐙𝐮 + 𝐞 

4) go to 1 or stop if the parameters do not change anymore

X′X X′Z

Z′X Z′Z+A#$
𝝈𝒆𝟐

𝝈𝒂𝟐
9𝛃
:u
= X′y
Z′y
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• Simpler equations

• More complicated equations in multiple-trait models

• Easier to understand

• Very slow convergence (looks stable but may not converge)

• Computationally demanding, especially for Cuu

EM-REML

"𝛃
$u
=
X′X X′Z

Z′X Z′Z+A!"
𝝈𝒆𝟐

𝝈𝒂𝟐

!𝟏
X′y
Z′y
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AI-REML
Vector of variance components

Hessian Matrix

Gradient (score vector)

expensive

P = Projection 
or hat matrix

41



• Computationally demanding

• Much faster than EM-REML

• Fewer iterations

• Provides estimation of standard errors

• BUT

• For complex models and poor starting values

• Slow convergence

• Parameter estimates out of the parameter space

• In some cases, initial rounds with EM-REML may help

AI-REML
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blupf90+
VC Estimation

• AI-REML:

OPTION method VCE

• EM-REML:

OPTION method VCE

OPTION EM-REML

Original options for 
airemlf90 and remlf90 

also work! 
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OPTION EM-REML
OPTION method VCE

44

OPTION EM-REML
OPTION EM-REML pure

Runs EM until convergence | shows EM output = remlf90

OPTION EM-REML n Runs n EM rounds | switches to AI| shows AI output = airemlf90

OPTION EM-REML ai Runs EM until convergence| switches to AI = airemlf90



Options for blupf90+ with VCE
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SE for genetic parameters
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#genetic, permanent, residual
ahat=c(

0.11478,  
0.13552,  
0.25290,
)

with AI matrix:

# inverse of AI matrix (Sampling Variance)
AI=matrix(c(

0.16799E-05, -0.96486E-06, -0.82566E-08,
-0.96486E-06, 0.96167E-06, -0.37113E-07,
-0.82566E-08, -0.37113E-07, 0.10864E-06) 

,ncol=3)

require(MASS)
b=mvrnorm(10000,ahat,AI)
> head(b)
     [,1]           [,2]        [,3]
[1,] 0.1146738 0.1357640 0.2529399
[2,] 0.1163889 0.1342926 0.2528479
[3,] 0.1166155 0.1344342 0.2525161
[4,] 0.1142085 0.1358928 0.2534974
[5,] 0.1136835 0.1361108 0.2530133
[6,] 0.1140485 0.1365707 0.2530573

heritability and its standard deviation:

h2=b[,1]/(b[,1]+b[,2]+b[,3])
sd(h2)
> 0.002318198

http://artadia.blogspot.com/2016/05/standard-error-of-variance-components.htmlHoule and Meyer (2015)



SE for genetic parameters

47

Houle and Meyer (2015):

Large-sample theory shows that maximum-likelihood estimates (including restricted 
maximum likelihood, REML) asymptotically have a multivariate normal distribution, with 
covariance matrix derived from the inverse of the information matrix, and mean equal 
to the estimated G. This suggests that sampling estimates of G from this distribution can 
be used to assess the variability of estimates of G, and of functions of G.

G = additive genetic variance–covariance matrices 



Does blupf90+ for VCE always converge?

• When the expected variance is very small, or the covariance matrix is close to non-positive definite, 
try the following starting values:

• much smaller = 0.00001 
• much bigger = 1000

• If blupf90+ does not converge with AI-REML but converges with EM-REML with the same data set 
and the same model:

• run EM-REML again with a smaller starting value to check the estimate as it could be an artifact

• use OPTION EM-REML inside blupf90+ as an initial point for AI-REML:
• OPTION EM-REML xx
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blupf90+ quick trick

• blupf90+ --help

49



gibbsf90+

50

Variance Components Estimation
Mixed Model Equations Solver

• gibbs1f90: stores single trait matrices once – fast for multi-trait models
• gibbs2f90: gibbs1f90 with joint sampling of correlated effects – Maternal effects and RRM
• gibbs3f90: gibbs2f90 with heterogeneous residual variance
• thrgibbs1f90: for linear-threshold models
• thrgibbs3f90: thrgibbs1f90 with heterogeneous residual variance

X′𝐑!"X X′𝐑!"W
W′𝐑!"X W′𝐑!"W+A!"⨂𝐆#!"

$𝛃
&u
= X′𝐑!"y
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gibbsf90+
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Threshold (-Linear)Linear

Default
OPTION cat 0 2 5

• Categories renumbered from 1

• Missing records is only 0



gibbsf90+

• Basic idea of Gibbs Sampling:
• Numerical method to draw samples from a posterior distribution (not always explicitly available)
• Draw samples = generate random numbers following a distribution
• The results are random numbers (not theoretical formulas)
• The posterior distribution will be drawn based on the numerical values (like a histogram)

𝑝 𝜃 𝑦 = 𝑝 𝑦 𝜃 	𝑝 𝜃

Bayes Theorem

posterior probability of unknown 𝜃 with known y

prior probability of unknown 𝜃 

Likelihood function
indicates how likely the observations are from a distribution 
(with particular parameters)
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gibbsf90+
Ingredients for Gibbs sampling

1) Theoretical derivation: conditional posterior distribution for each unknown parameter

2) Software: a random number generator for a particular distribution

# Basic Gibbs sampling for mu (normal) and sigma2 (inverted chi-square)
y <- c(14,16,18)
N <- length(y)
n.samples <- 100
mu <- rep(0,n.samples)
sigma2 <- rep(0,n.samples)

# initial value
mu[1] <- 0
sigma2[1] <- 10

# sampling
for(i in 2:n.samples){
     mu[i] <- rnorm(1, mean=mean(y), sd=sqrt(sigma2[i-1]/N)) # using the most recent sigma2
     df <- N-2
     S <- sum((y-mu[i])^2)
     sigma2[i] <- rinvchisq(1, df=df, scale=S) # using the most recent mu
} 53



Running gibbsf90+

• Name of parameter file?
 gibbs1.par
• Number of samples and length of burn-in?
     100000  0
• Give n to store every n-th sample?

 10

• gibbsf90+ parfile.par --samples i --burnin j --interval k
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gibbsf90+

• Procedure
• Run gibbsf90+ to estimate variance components

• Run postgibbsf90 to process the samples and check convergence
• Run gibbsf90+ with new variance components to compute EBV (2k to 10k 

samples)
 OPTION fixed_var mean X

Number of the 
animal effect
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gibbsf90+
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gibbsf90+
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gibbsf90+
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gibbsf90+
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gibbsf90+ quick trick

• gibbsf90+ --help

60



gibbsf90+ quick trick II

• Optimizing gibbsf90+ when using genomic data

Run renumf90 with the following option:
OPTION animal_order genotypes

Run gibbsf90+ with the following option:
OPTION separate_dense
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• Basic idea of post-Gibbs analysis:

• Summarize and visualize the samples drawn by gibbsf90+

• Confirm if the chain converged

• Find the most probable value = posterior mode as a “point estimate”

• Find the reliability of the estimates = the highest posterior density as a “confidence interval”

postgibbsf90
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postgibbsf90

• input files
 gibbs_samples, fort.99
• output files
 "postgibbs_samples"
  all Gibbs samples for additional post analyses
 "postmean"
  posterior means
 "postsd"
  posterior standard deviations
 "postout"

• Name of parameter file?  
 gibbs1.par
• Burn-in?
     0
• Give n to store every n-th sample? (1 means read all samples)

 10
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postgibbsf90
at least > 10 is recommended

> 30 may be better

ratio between first half and second 
half of the samples ; should be < 1.0

Lower and upper bounds 
of Mean ± 1.96PSD
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postgibbsf90
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•MCE = Monte Carlo error, corresponding to the ‘’standard error’’ of the posterior mean of a parameter

•Mean = Posterior mean of a parameter

•HPD = High probability density within 95%, close idea to ‘’95% confidence interval’’ in frequentist approach

•Effective sample size = Number of samples after deducting auto-correlation among samples

•Median = Posterior median of a parameter

•Mode = Posterior mode of a parameter; just an approximation

•Independent chain size

•PSD = Posterior standard deviation of a parameter

•Mean = the same as above

•PSD Interval (95%) = Lower and upper bounds of Mean ±1.96PSD

•Geweke diagnostic = Convergence diagnosis; could be converged if this is <1.0

• (according to the manual, this is almost useless because this is <1.0 in almost all cases)

•Autocorrelations = Lag-correlations with lag 1, 10 and 50; calculated for the saved samples

•Independent # batches = The effective number of blocks after deducting the auto-correlation among samples



postgibbsf90
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postgibbsf90
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postgibbsf90

68



postgibbsf90
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Common problems for BLUPF90 family

• Wrong position or formats for observation and effects

• Misspelling of Keywords
– Program may stop

• (Co)variance matrices not symmetric, not positive definite
– Program may not stop

• Large numbers (e.g., 305-day milk yield 10,000 kg) 
– Scale down i.e., 10,000 /1,000 = 10
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General output from BLUPF90 family
- Output printed on the screen is not saved to any file!

- Should use redirection or pipes to store output

blupf90+
blupf90+ renf90.par | tee blup.log

gibbsf90+
gibbsf90+ exmr99s1 --samples 1000 --burnin 0 --interval 1 | tee gibbs.log
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Run in background + Save output 

$vi bp.sh
#type the following commands inside bp.sh
 blupf90+ <<AA > blup.log
 renf90.par
 AA
#save and exit
$bash bp.sh &  #can replace bash by sh

$vi gibbs.sh
#type the following commands inside gibbs.sh
 gibbsf90+ <<AA > gibbs.log
 renf90.par
 1000 0 
 10
 AA
#save and exit
$bash gibbs.sh & #can replace bash with sh
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