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CLUSTER ANALYSIS
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Let’s consider the usual matrix of data X: n = objects and  q = variables
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In many areas of research, there is often the need to divide the n objects, 

on which the q variables are measured, in different groups
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Human beings

Variables used to classify with respect the economic status or the annual 

consumption of alcohol are different

Economic status

Lower class

Middle class 

Upper class

Alchol consumption

Lower class

Middle class 

Upper class
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In the example of human beings we already know that three groups 

exist. We will use the DA

When we use CA, we only suspect that some objects are more like each 

other than others. 

Cluster analysis is used when we think that, based on the involved 

variables objects form different groups. 



If q=2 , a graphic rappresentation is possible





AIM:

Identify, if they exist, natural clusters, i.e. truly distinct groups

The choice of which variables should be included in a cluster analysis is a 

very crucial point 

We want to discover whether distinct groups exist, 

Cluster analysis poses a very difficult task: 

Using characters that we don’t know if they are discriminating 



If q=2 , a graphic rappresentation is possible

If q > 2,  only an analytical representation is possible 



▪ minimize the ‘dissimilarity’ or distance within each group

▪ massimize ‘dissimilarity’ or distance between different groups
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THE RATIONALE OF CLUSTER ANALYSIS:



Several proximity measures exsist. They are known as METRICS

However , they must all respect the following rules:

if and only if

If



A metric which follows those rules is the DISTANCE

If p=1 we have the MANHATTAN distance

If p=2 we have the EUCLIDEAN distance



Suppose we have a set A divided in A1, ……, An subsets

AA.......A A   1) r21 =+++ 0AA   2) ji =

Let’s d(xi, xk) a METRIC between the i and k objects



In practice, the starting point is the matrix of the distances Dnxn
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The number of distances to calculate is



Hierarchical clustering

The starting point is the matrix of the distances (nxn)
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Step 1: n clusters

Step 2: the 2 data points with the lower distance are joined to form 1 cluster

(n-1 clusters remain)

Step 3: distances are recalculated

Step 4: as in step2, the 2 clusters with the smallest distance are joined and 

n-2 clusters remain



The dendrogram





Unlike DA, CA contains numerous sources of uncertainty. 

1) How we calculate the distance between objects

Euclidean, Manhattan, Pearson, Mahalanobis and so on 

2) How we chose the number of clusters in the dendrogram

3) The method of linkage we use



Linkage methods

Single linkage

Complete linkage

Average linkage

Centroids
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Non-hierarchical methods:

Basic idea

The number of clusters is specified in advance, k clusters

The n-objects are assigned to the k-clusters previously considered

Objects are then moved from one cluster to another in order to obtain the best 

subdivision

Several algorithms are at disposal. 



The k-means algorithm

1)  The number of clusters, k, each with one object, is fixed

2) The n-k objects are assigned to the nearest cluster basing on the distance

from the centroids of the clusters

3) Distances from each object to each centroid are re-calculated and  

observations that are not in the cluster that they are closest are moved

4) Step 3) is repeated till distances of all objects from their own clusters are 

lower than distances from the other clusters

5)  At each run, cluster centroids are recalculated.



Are often used when large data sets are involved

It is sometimes preferred because it allows subjects to move from one 

cluster to another 

Two disadvantages of non-hierarchical cluster analysis are:

You need to know the number of clusters in advance

Non-hierarchical methods

Hierarchical clustering can be very sensitive to the choice of initial cluster 

centres
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