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DISCRIMINANT ANALYSIS



In this lesson, and the next, we will talk about two multivariate statistical 

techniques:

The discriminant analysis (DA) The cluster analysis (CA)

both techniques classify objects

Groups already exist Groups do not exist
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Analisi discriminante

GOALS of DA

➢Classify observations using an equation

➢ Obtain new classification criterion

➢ Test the theory:  are observations correctly classified or not?

➢ Study the differences between groups

➢ Get an economical way to classify new observations into the groups they

belong to 
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Example 1. Fisher (1936) distinguish between different varieties of IRIS

Example 2. two animal breeds that can be easily distinguished when they 

are adults

Esempio 3. Diagnosis: Tri test

EXAMPLES
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Cow HG HD HLL HC

1 128 133 134 126 

2 130 135 139 126 

3 131 133 134 125 

4 131 135 137 133 

5 129 133 133 130 

6 141 143 144 138 

7 132 134 137 127 

Let’s suppose we have a matrix of data X with p-variables measured on n 

experimental units

Dim = nxp
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From X we extract the variance covariance matrix

Dim = n x p Dim = p x p
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From the variance covariance matrix

Eigenvalues

Eigenvectors
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Σ
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The GOAL of PCA is the rotation of the Cartesian reference system along 

the directions of maximum variability AMONG DATA 

The GOAL of DA is the rotation of the Cartesian reference system along the 

directions of maximum variability AMONG GROUPS 

In PCA the starting point is the matrix SIGMA of DATA 

In DA the starting point is the matrix SIGMA of GROUPS 
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Suppose we have two groups of objects
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Discriminant Analysis identifies the right direction (CAN) on which to 

project the observations to highlight the groups
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The rationale of DA is to seek, in the space of variables, the best directions 

able to highlight a clear separation between groups
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In PCA, we extract as many directions as the variables involved

Main differences between PCA and DA

In DA, k-1 directions are extracted, where k is the number of groups 

PCA does not assign new observations

For DA, the assignment of new observations to groups is one of the main 

features
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Analisi discriminante

Suppose we have p-variables

 1,2,. . . . . . , k-groups 
And k-groups

HOW DOES DA WORK?

X1, X2, ………..Xp

With k < p
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The DA replaces the multiple variable of data X1, X2, ………..Xp with a

single variable, called canonical function or discriminant function

v are the weights assigned to the original variables in the linear combination.

CAN = v1X1 + v2X2 + ………..+ vpXp
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v1, v2, ………..,vp Canonical Coefficients
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From X we will extract a particular variance covariance matrix

Dim = n x p Dim = k-1 × k-1

Σ = W-1 B
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The rationale of the DA is based on the ratio between: 

The sum of squared deviations BETWEEN groups (B) 

The sum of squared deviations WITHIN groups  (W)

The sum of squared deviations is the basic index to evaluate the variation in 

a particular dataset. 
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The canonical coefficients v must be calculated under the condition

that:

And, at the same time,

the B matrix be as large as possible

the W matrix be as small as possible

CAN = v1X1 + v2X2 + ………..+ vpXp

In matrix algebra we have:

 vv

 vv
'

'

W

B
=

26



26

Using the differential calculus, the ratio is maximum if the following

equation is satisfied:

0vIBW
1 =−− )( 

This is a typical eigenvalue eigenvector problem

The number of eigenvectors we obtain is:

 pkg ),1(min −=

To the largest eigenvalue corresponds to the first discriminant function and 

so on
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So we have g Canonical functions (CANs)

The importance of the single CAN is evaluated with the following formula:

 h

h





28



9

How do we use the DA?

2) The dataset is then divided in: training and validation datasets

1) We must have a multivariate set of data, and objects must be divided in 

groups

3) DA is developed by using the training dataset and the extracted CANs

are used to assign objects in the validation dataset

4) Performances of DA can be tested by comparing how DA assigns objects 

to groups with the real assignments
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We had 2295 lactations

Primiparous cows 

first parity group, FPG

Multiparous cows 

multiple parity group, MPG

training Validation training Validation
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Each dataset contained two classes of lactations:  LC and HC
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The discriminant analysis significantly separated LC from HC both for primiparous 

and multiparous cows.

The error percentage of lactations incorrectly assigned was 5% for  primiparous and 

7% for multiparous
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Experimental design.    (32 heifrs)

    4 different diets (k=4): D1, D2, D3, D4.  

         8 heifers for each group (n=8); 

           95 volatile compounds

Methods.     

    Stepwise discriminant analysis 

         Discriminant analysis  

Aim: study the effect of 4 different diets on the  volatile profile of beef
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D1 D2 D3 D4
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All animals were correctly assigned to groups

D1 D2 D3 D4

D1

D2

D3

D4
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In this paper, a statistical procedure to classify Angus steers in two groups with 

extreme Residual Feed Intake (RFI) values, using their microbiota profile, was 

developed. In particular the fecal microbiome was used

Fecal samples were collected at weaning. A total of 119 bacterial families 

(BFs) were retrieved from the fecal samples. 

The DA was used to investigate whether BFs were able to distinguish 

between animals with positive or negative RFI values.

The DA using 18 BFs selected from the stepwise was able to correctly assign all 

animals to the proper RFI groups.
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The data came from 1042 Holstein, 750 Brown Swiss, and 480 Simmental bulls 

genotyped using the Illumina 50K BeadChip

The discriminant analysis was used to discriminate the three breeds and assign 

new observations to the correct group.

The matrix of data consisted of more than 30K SNP variables and 2K animals. In 

this condition, multivariate techniques became meaningless because the number

of rows (the animals) is lower than the number of variables (the SNP) 



So, to at least partially overcome this problem, statistical analyses were developed 

by chromosome and, in each chromosome, the SDA was used to further reduce the 

number of SNP-variables



SNPs selected in each chromosome were joined and a new run of the SDA was 

developed to select the final maximum number of SNPs able to discriminate 

breeds. This number is lower than the number of involved animals (< 2272)

GW-DA with 1836 SNPs
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In a new run of the SDA, the minimum

number of markers able to highlight the 

existence of the groups was obtained. At the 

end, 48 SNPs were retained and used in a 

new GW-CDA
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